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Abstract
In recent years, a number of evasion attacks for Industrial Con-
trol Systems have been proposed. During an evasion attack, the
attacker attempts to hide ongoing process anomalies to avoid anom-
aly detection. Examples of such attacks range from replay attacks to
adversarial machine learning techniques. Those attacks generally
are applied to existing datasets with normal and anomalous data,
to which the evasion attacks are added post-hoc. This represents
a very strong attacker, who is effectively able to observe and ma-
nipulate data from anywhere in the system, in real-time, with zero
processing delay, and no computational constraints. Prior work has
shown that such strong attackers are theoretically difficult to detect
by most existing countermeasures. So far, it is unclear if such an
attack could be practically realized, and if there are challenges that
would impair the attacker. In this work, we systematically discuss
options for an attacker to mount evasion attacks in real-world ICS,
and show the constraints that result from those options. To validate
our findings, we design and implement a framework that allows
the realization of evasion attacks and anomaly detection for ICS
emulation. We demonstrate practical constraints that arise from
different settings, and their effect on attack performance. For ex-
ample, we found that network packet replay might trigger network
errors, which will result in unexpected spoofing patterns.

CCS Concepts
•Computer systems organization→ Embedded and cyber-physical
systems; • Security and privacy→ Systems security; Intrusion de-
tection systems.
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1 Introduction
Industrial Control Systems (ICS) are core components of critical in-
frastructure such as power grids, manufacturing systems, and trans-
portation systems. ICS rely on Programmable Logic Controllers
(PLCs), industrial network protocols, and increasingly leverage
network standards such as Ethernet/IP. Correct and efficient opera-
tions of ICS are essential for societies’ well-being and commercial
success. In general, systems that use networked digital control for
physical processes are also called Cyber-Physical Systems (CPS).

Unfortunately, ICS are threatened by adversarial manipulations
and general cyber attacks. For example, attackers could manipulate
insecure local network traffic in an ICS to change reported sensor
values, e.g., leading to incorrect control actions that result into
physical damage to the process or danger to human operators.
As security solutions (such as updates) are often not available for
industrial legacy devices in this domain, complementarymonitoring
solutionswere proposed in prior work tomonitor correct operations
of the cyber components (i.e., network and hosts) and physical
processes (e.g., based on process data) [47].

As a reaction to such process-aware anomaly and attack detec-
tion systems, more advanced manipulation strategies were pro-
posed [19] that hide ongoing anomalies or attacks in the physical
process from detectors. We broadly call such attacks evasion attacks
if they do not impact the physical process itself, and instead just ma-
nipulate sensor data as observed by the attack detector. To evaulate
the attacks’ success in evading detection by various detectors, pior
work commonly applies evasion attacks to existing ICS datasets,
e.g., the SWaT [34] or BATADAL [46]. Design and implementation
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of evasion attacks to manipulate traffic in real-time is limited in
prior work [19]. Tools such as the DHALSIM [38] ICS emulator are
so far unable to directly run evasion attacks, as they do not pro-
vide features to manipulate ICS traffic in realtime. Thus, it remains
unclear if attacks in prior work can actually be practically realized.

In this work, we address this problem by a) designing and im-
plementing a framework to perform evasion attacks on typical ICS
traffic (by extending DHALSIM [38]); b) using this framework to
verify whether prior work attacks could be realized in practice;
and c) for schemes that we were able to implement, we evaluate
whether the realization achieves expected performance, and d) we
record and share resulting datasets that include (for the first time
for artificial datasets) both process and traffic data.

Our main contributions are as follows:
• We evaluate the options for practical implementations of
traffic manipulation attacks in ICS, and present a framework
to realize evasion attacks for real-world systems through
real-time manipulation of actual industrial protocols (in our
case, Ethernet/IP).

• We use the framework to realize prior work attacks (where
possible) and present an evaluation of the impact that prac-
tical constraints have on the realizability of these attacks.

• We produce a new dataset based on the BATADAL dataset,
where the process data are complemented with network
traffic. In the dataset, we included a number of attacks from
BATADAL and several new evasion attacks.

• We discuss how prior work detectors could be extended to
leverage network features, and what impact this would have
on the attacker.

Reproducibility. The paper is complemented with a fully func-
tional artifact and dataset to enable reproducibility. The dataset is
available at https://doi.org/10.5281/zenodo.13692004, and the evalu-
ation scripts at https://github.com/Critical-Infrastructure-Systems-
Lab/Practical-Evasion-Attacks.

2 Realizing Evasion Attacks on Process-Aware
Anomaly Detection

2.1 System and Attacker Model
We assume an Industrial Control System, organized according to
Purdue architecture (see Figure 1). We assume that a process-based
anomaly detection system is deployed on the system to detect pro-
cess anomalies. An attacker intrudes to disrupt the physical process
by manipulation. Moreover, the attacker aims to remain undetected
from the anomaly detector by launching an evasion attack. Dif-
ferent attackers can be modelled according to the attack location
fromwhich the process evasion is executed. We practically envision
three possibilities for evasion attack locations (see Figure 1). The
first is an attacker present at level 3 that can execute unconstrained
evasion attacks (i.e., intercept and manipulate industrial traffic to
spoof arbitrary sensor values to hide the anomaly). The second
attacker is present at level 2 and can manipulate the information
coming to the SCADA area from the lower layer and from the other
areas that interact with the targeted area for control purposes. Fi-
nally, the third attacker is located at level 1 and manipulates the
sensor readings outgoing from the PLC.

Sensor

42.42

HMI

HMI

Anomaly Detector

Anomaly Detector

Sensor

42.42

HMI

Figure 1: Purdue architecture, system model, based on [20].
An evasion Attack is performed by an attacker to hide an
ongoing process anomaly. The attack can occur within the
system depending on the attacker’s location in the network
(a/b/c).

Dataset Simul./Phy. System Network Evasion
Process

SWAT [34] Physical WT Yes No
WADI [27] Physical WD No No

BATADAL [46] Simulated WD No Yes†
DHALSIM [37, 38] Simulated WD Yes No

This work Simulated WD Yes Yes
Table 1: Comparison of the proposed dataset with related
anomaly detection datasets in the water sector. WD: Water
Distribution, WT: Water Treatment. †Implemented strate-
gies are replay and polyline.

2.2 Use case and Motivation
In practical scenarios, there are a number of possibilities for at-
tacker placement in the network topology. Consider the following
scenario (based on Figure 2): the attacker is located at level 1 of the
Purdue architecture (i.e, (c) in Figure 1) i.e., the attacker can read
and manipulate the incoming and outgoing traffic from PLC 1 (e.g.,
towards PLC2 and SCADA), but cannot read or manipulate traffic
between PLC 2, PLC 3 and the SCADA. The attacker wants to hide
a physical anomaly in the process that affects sensors attached to
PLC 1 and PLC 2. Prior work in the field was conducted mainly
over pre-recorded datasets, assuming an attacker to operate on all
data received at the SCADA system. That implies that this approach
from prior work cannot be implemented as intended in the given
scenario, or that a constrained implementation would have poten-
tially worse performance. In particular, prior work does not capture
the effect of evasion traffic manipulation on industrial components
such as PLC 2 and PLC 3. The difference in capabilities between
a theoretical attacker and a more practical attacker make neces-
sary to have practical frameworks to evaluate evasion attacks. Such
frameworks should provide network emulation capabilities so as to
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Figure 2: Use case scenario, (a) physical topology of the wa-
ter distribution network. (b) Network topology of the water
distribution network.

fully represent the constraints and challenges that a real attacker
would face when attempting to not only compromise an ICS, but
also to conceal their activities. Finally, the evaluation framework
should also be a flexible and re-configurable environment to allow
easy configuration of new experiments and variations of previous
experiments. Such variations would allow researchers to test differ-
ent attack, data manipulation, and data concealment strategies. In
Table 1, we summarize the difference of the resulting data collected
with our proposed framework, compared to prior datasets.

The focus this work is not the evasion per se, or the evasion of a
specific detector (invariant-based, physics-based or reconstruction-
based discussed in prior work [5, 19–21, 28, 32, 49]). Instead, we
explore the practical challenges posed by the network during the
execution of evasion attacks, a topic not addressed in prior work.
Research Questions. Based on the research gap and challenges
identified, in this work, we address the following two research
questions. RQ1. How can prior work evasion attacks be practically
realized? RQ2. What challenges are introduced by real-world re-
quirements?

3 Realizing Prior Evasion Attacks
3.1 Replay Attacks
In a replay attack [35], the attacker attempts to cover the traces
of a physical anomaly by replaying the sensor values as occurred
in the past. The message replay requires the attacker to be able
to eavesdrop and spoof the traffic. No knowledge about the target
anomaly detection or the target anomalies is required.
Realizability Challenges. No realizability challenges are identi-
fied for such attack. We implement it in our evaluation.

3.2 Gray-box JSMA
Anthi et al. [5] proposed a framework for evasion attacks based on
the JSMA attack [41] algorithm against a multi-layer perceptron.
The proposed method assumes that anomaly detection is trained
on anomalous and malicious classes for attack detection. Models
are trained and tested by splitting the same dataset into two parts
(containing the same physical anomalies). The authors propose

adversarial training to defend the classifier and achieve robustness.
No details are provided about the computational time of the method.
Realizability Challenges. To launch an evasion attack, the at-
tacker is assumed to collect a dataset to train a surrogate model
of the detector. The attacker is assumed to record sensor readings
from the system both under attack and under normal conditions.
This assumption is not realistic in practical scenarios, since launch-
ing an attack on the system would trigger the anomaly detection
system. Furthermore, if a prediction-based approach is employed
to collect anomalous data, we believe it would be challenging to
obtain such data unless the attacker has knowledge of the system’s
physical processes. The rationale is that data-driven methods are
unlikely to accurately predict system behavior outside the normal
operating ranges.

3.3 ConAML
The paper by Li et al. [32] proposes an attack against anomaly de-
tectors for ICS based on linear constraints. The attacker is assumed
to know such linear constraints operating the ICS and collects a
meaningful set of anomalous and non-anomalous sensor readings
to train a surrogate model used by the attacker to perform the
perturbations. The authors also assume the attacker is constrained
to not know the values of uncompromised sensor readings (which
is in contradiction with the assumption that the attacker collects
sensor readings to train a surrogate model). Data generation for the
surrogate attack model follows the same generation used by the
defender, which resulting in perfect knowledge of the anomalies.
Realizability Challenges. In addition to the previously discussed
limitations, understanding the system’s linear constraints is highly
challenging and impractical for an attacker, as it requires perfect
knowledge of the target CPS. Similar to Anthi et al. [5], the attacker
must use anomalous sensor readings to train the surrogate model
for the attack. However, this contradicts the evasion objective, as
the attacker would be detected while collecting anomalous data.

3.4 Gradient and Genetic Algorithms
The work by Jia et al. [28], focuses on realizing evasion attacks that
are effective against both residual-based detectors and invariant
checking; assuming training solely on normal data. The authors
propose awhite-box framework consisting of two subsequent attack
strategies: the first is a gradient-based method to evade the residual-
based detector, the second uses genetic algorithms to evade the rule-
checking algorithm. The proposed method is effective in evading
both the considered detectors. No details about the time required
to compute the adversarial examples is provided.
Realizability Challenges. The anomaly detection system uses on
a slidingwindow. To compute the prediction at timestep t, the recur-
rent neural network uses the past observations [𝑥𝑡−1, 𝑥𝑡−2, . . . , 𝑥𝑡−𝑛].
To evade the CUSUM detector, the attacker must minimize the
difference between the actual sensor value 𝑥𝑡 and its prediction
𝑥𝑡 = 𝑓 ( [𝑥𝑡−1, 𝑥𝑡−2, . . . , 𝑥𝑡−𝑛]). The attacker is assumed to perturb
the observations [𝑥𝑡−1, 𝑥𝑡−2, . . . , 𝑥𝑡−𝑛]. Applying this attack would
is challenging for two alternative reasons: a) the attacker knows the
future If the attacker wants to evade the detector at time 𝑡 + 𝑛, he
must know in advance the anomalous sensor reading 𝑥𝑡+𝑛 at time
𝑥𝑡 and start perturbing the sensor readings [𝑥𝑡 , 𝑥𝑡+1, . . . , 𝑥𝑡+𝑛]. b)
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attacker alters the past alternatively, the attacker must perturb the
values stored in the historian, leading to database inconsistency.

3.5 Attacks against Image Based Detection
In this work by Niazazari et al. [39], the anomaly detection problem
in ICS is formulated as an image classification problem. The sensor
readings are pre-processed to obtain an image where each pixel
represents the evolution of the sensor’s multivariate time series
over time samples×sensors. The sensor readings are fed in the image
format to a convolutional neural network for anomaly detection. To
perform the evasion, the authors propose to use white-box FGSM
and JSMA against an attacker-trained surrogate model.
Realizability Challenges. The attacker perturbation is uncon-
strained within the samples, while the attacker is constrained in
the number of sensors that can be manipulated. This leads to the
two challenges identified in the previous section, the attacker knows
the future, the attacker alters the past.

3.6 Iterative and Learning-based Attacks
In this work by Erba et al. (A) [19] authors propose white-box
and black-box evasion techniques to conceal anomalies against
reconstruction-based anomaly detectors. The attacker is assumed
first to collect sensor readings without anomalies before an attack.
Both techniques can be applied in real-time, in constrained and
unconstrained settings (i.e., based on which features the attacker
can observe and spoof). The proposed white-box technique uses
an iterative coordinate descent algorithm to minimize the Mean
Squared Error between the input and output of the target anom-
aly detector. The black-box technique operates by employing an
autoencoder to compute the adversarial perturbations.
Realizability Challenges. In the white-box case the attacker is
assumed to have a white-box knowledge of the target detector. We
do not expect any particular challenge to practically implement
such manipulations in practice. We demonstrate the integration of
the black-box attack.

3.7 Generic Concealment Attacks
In this work by Erba et al. (B) [20], the authors propose the so-called
generic concealment attacks. The method proposes evasion tech-
niques to evaluate which properties of the CPS are learned by the
anomaly detection system. The attacker spoofs the sensor readings
to hide the anomalies from the process-based detectors. The ap-
plied spoofing techniques involve constrained replay [35], random
replay, and stale data attacks [30]. Those attacks are demonstrated
to evade a wide range of detectors proposed in prior work. Those
evasion patterns can be pre-computed by the attacker (black-box)
and applied over the sensor readings to override the anomalies.
Realizability Challenges. The attacker is assumed first to collect
sensor readings without anomalies before an attack. Then, the at-
tacker applies the spoofing of sensor readings to evade detection.
We do not expect particular challenges to implement such manipu-
lations in practice. We implement such attacks in our evaluation.

3.8 White-box Evasion
In this work by Erba et al. (C) [21], the authors proposes a method
to perform white-box attacks on anomaly detectors for CPS. The

proposed technique accounts for two challenges in evading CPS
detectors 1) the attacker is constrained to perturb only the current
sensor readings, which is related to the challenges we identified
before (the attacker knows the future, the attacker alters the past). 2)
not all the anomaly detectors from prior work are differentiable,
i.e., gradient-based methods may not be applicable.

The proposed technique is applied to multiple anomaly detectors
from prior work. The proposed method evades the detectors while
being constrained to perturb only the latest process sensor readings.
Realizability Challenges.The attacker is assumed to have awhite-
box knowledge of the target detector. We do not expect any par-
ticular challenge to practically implement such manipulations in
practice as they already account for the related challenges, the
attacker knows the future, the attacker alters the past.

3.9 L0 Optimisation and Prediction Attacks
The work by Zizzo et al. [49], focuses on attacking autoregressive
deep neural network models for anomaly detection in CPS. The
proposed method assumes the attacker to have a precise and accu-
rate model of the physical system. This model can be used by the
attacker to predict how the system will react to attacks. By using
such a model the attacker can start perturbing the sensor readings
to conceal anomalies that will launch on the system.
Realizability Challenges. In practice, the attacker, to avoid alter-
ing the past (the attacker alters the past), starts the evasion before
an attack starts by relying on its knowledge about the future (the
attacker knows the future). We believe that precise knowledge of
the system behavior under anomalous conditions is challenging to
obtain, as the this assumes that the attacker knows how the system
physically responds to the process manipulation.

4 Evasion Attack Framework
As discussed in Section 2, online attackers face additional con-
straints and challenges compared to offline attackers. Our frame-
work considers these challenges and constrains by launching the
evasion attacks by emulating realistic network traffic. Our frame-
work was developed with the following design goals:
Industrial Network emulation capabilities. The differences
between theoretical and practical attackers only appear with an
actual implementation of the communication protocols used in CPS.
Without a network implementation, the experiments are carried
out by doing offline modification of the experiment datasets.
Attack,manipulation, and concealment capabilities.The frame-
work objective the evaluation of different attacker strategies and
capabilities. These can be modelled as a combination of different
types of network or device attacks, manipulation strategies (ways in
which an attacker can change the value of sensors/actuators), and
concealment capabilities. Moreover, it is important to design the
framework in a way that supports extension of framework features.
Easy configuration capabilities. The framework also needs to
provide a configuration interface to allow researchers to consis-
tently control the attack start and stop, as well as the attack param-
eters.
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4.1 Framework Design
Our proposed evasion framework is shown in Figure 3. In the frame-
work, a co-simulation environment is used in which the physical
process is simulated and the PLCs take measurements from this
physical simulation through their sensors, use industrial communi-
cation protocols to exchange these measurements in an emulated
network, send the system state to the SCADA server, apply the
respective control rules, and finally change the status of the simu-
lation actuator according to the decisions of the control rules. In
this framework, an attacker launches MiTM attacks to intercept
the messages being exchanged between the PLCs and the SCADA
server. Attackers modify these messages using two types of data to
manipulate and conceal their attack. Data manipulation is aimed
at the PLCs with the goal of disrupting the normal operation con-
ditions, by triggering wrongful actuators activation. The evasion
data is aimed at the SCADA server with the goal of concealing the
manipulation and effects of the disruption. Multiple concealment
techniques can be used and are described in Section 4.3. We assume
the detector is installed in the same location as the SCADA server,
as this would provide a global view of the system to the detector.

4.2 Framework Implementation
We extended DHALSIM [37] to implement our evasion framework.
Before our extension, DHALSIM did not provide any concealment
capabilities. We thus extended DHALSIM by creating additional
attacks and modifying the previous attack scripts to enable the
implementation of the concealment strategies presented in Sec-
tion 4.3. Moreover, in the case of learning-based concealment, we
created a new type of attack that compromises the communication
between PLCs and SCADA in order to capture all traffic forwarded
to the SCADA server. Finally, the extension included adapting the
learning-based concealment [19] mechanism to work online with
DHALSIM. This adaptation required extending the DHALSIM syn-
chronization mechanism [38] to allow for the simulation to pause
and wait for the attacker to receive and potentially modify all neces-
sary SCADA packets. The result of this extension of DHALSIM is a
more diverse attack framework that enables researchers to evaluate
not only the impact of different attack strategies, as presented by
Murillo et al. [37], but also diverse strategies for attack concealment.
The framework provides the following evasion techniques: value
replay, network packet replay, and learning-based concealment.

While our framework is applied to water distribution systems, it
is inherently adaptable for other CPS. Adapting DHALSIM would
require replacing the physical system model (e.g., using a model of
a water treatment plant) or substituting the network emulator.

4.3 Evasion Techniques
MiTM value replay attack. The attack consists of three phases:
capture, idle, and replay. In the capture phase, the attacker parses
the CIP/ENIP package to extract the original payload (sensor read-
ing) of the message. The attacker then stores this value in a vector.
When the replay phase starts, The attacker parses the CIP/ENIP
package again to replace the original payload with a previously-
captured value. The capture phase and replay phase have the same
duration. Additionally, the attacker can replay one or multiple tags.
Finally, between the capture and replay phase, there might be an

Simulation

Sensors

Actuators

PLCs SCADA

Attacker

Evasion
Data

Manipulation
Data

Attack Configuration
Target
Trigger
Manipulation
Evasion

Figure 3: Attack Evasion Framework. The Attacker manipu-
lates the process to cause a physical anomaly and spoofs the
data towards the SCADA system to evade detection.

interval where the attacker is only forwarding packets without
eavesdropping them or modifying them. Providing support for
multiple tag replay required extending the DHALSIM parsing capa-
bilities to maintain the state of the CIP/ENIP transaction sessions
exchanged between PLCs and SCADA (as the CIP/ENIP responses
provided by MiniCPS), which contains the tag value as its payload.
MiTM network packet replay attack. This attacks is almost
identical to a value replay attack, except that during the capture
and replay phases, the attacker does not parse the CIP/ENIP package
to get the payload of the message. Instead, the attacker captures
the entire CIP/ENIP structure of the package and replays it.
Learning-based concealment. This technique uses the work pre-
sented by Erba et al. A [19] to conceal the attack values. We specif-
ically implemented the ‘unconstrained black box attack’. The at-
tacker also parses the CIP/ENIP package to replace the payload with
a value calculated by the adversarial machine learning model. Al-
thoughwe only integrated this learning-based concealment method,
the evasion framework could be easily extended to integrate other
learning-based concealment modules. Implementing this conceal-
ment technique required modifying DHALSIM synchronization
mechanism [38] to allow the concealment module to receive all
values sent to SCADA in an iteration and calculate the concealment
values. This module also required enhancing the performance of
the SCADA server in handling the values received from the PLCs.

4.4 Creating a Dataset with Traffic Data
We used DHALSIM and our framework to realize prior attacks
against industrial control systems. As DHALSIM was developed to
execute cybersecurity experiments in water distribution systems
(WDS), our experiments were also conducted in a WDS, specifi-
cally C-Town. We selected C-Town mainly for two reasons: 1) it
is a WDS that is complex enough to have multiple control rules,
targets (PLCs, sensors, and actuators), and a well-known behaviour,
2) C-Town was also used to generate a well-known dataset for
cyber-security experiments in ICS, the BATADAL dataset [46]. Nev-
ertheless, that dataset did not include ICS network traffic data. We
used this framework to extend the BATADAL dataset.

We ran our experiments with DHALSIM v0.6.0 using the C-
town network and generated two data types: normal and attack
data. Normal operating conditions were simulated for 51 weeks.
The collected physical features comprise 39 sensors and actuators.
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Figure 4: Relationship between physical effects, attack strate-
gies, and concealment techniques. The same physical effect
(a) can be achieved through multiple strategies; through a
PLC attack or a MiTM attack (b, c). The attack can be con-
cealed using multiple concealment strategies (d), such as
value replay, network replay, or learning-based concealment.

Each week was run separately, with random initial tank levels,
demand patterns, and network conditions (e.g., network packet
loss and delays) generated for each week. The initial tank levels
were generated within C-Town’s normal operating conditions. This
eliminates the system’s transitory phase and avoids sudden pump
or valve activation (Similar to the approach followed by Murillo
et al. [38]). The attacks were inspired by the BATADAL dataset,
and we implemented the majority of these attacks using various
techniques. For some of these attacks, we also used different evasion
techniques.

4.5 Physical Effects, Attack Strategies, and
Concealment Techniques

Figure 4 explains the details of our attacks and the relationships
between physical effects, attack strategies, and concealment tech-
niques. We use the term "physical effect" to explain the objec-
tive of an attacker affecting the physical system. For example, the
BATADAL attack 1 has the aims to achieve low levels in Tank 7
((a) in Figure 4). This objective can be achieved through multiple
attack strategies. In C-Town, Tank 7 level is controlled by pumps
PU10 and PU11, and, in our topology scenario, Tank 7 is measured
by PLC9; PLC9 sends the tank level readings to PLC5 that applies
programmed control rules to activate PU10 and PU11 to maintain
T7 level in the desired range. This means that with DHALSIM we
can achieve this objective using different attack strategies. For ex-
ample, we could launch a device attack on PLC5 that maliciously
turns off pumps PU10 and PU11, causing low levels on Tank 7 ( (b)
in Figure 4). Another strategy would be a MiTM attack that spoofs
the value of sensor T7, causing PLC5 to turn off the pumps ( (c)
in Figure 4). Spoofing the value could be done either by assigning
a fixed value to T7 (referred to as a value attack) or by adding an
offset to the real T7 value (referred to as an offset attack). Some
attacks are implemented using a combination of PLC attacks and
MiTM attacks. Finally, the attacker can try to conceal the attack
using the concealment strategies described in 4.3 ((c) in Figure 4).

Physical Anomaly Concealment Technique

BTDL
ID

Dur.
(h)

Physical
Effect

Strategy ID Technique

1 31
Low
levels
T7

PLC5 attack,
turn off
PU10/PU11

1 Value replay T7
2 Network replay T7
44 Concealment [19]

MiTM
PLC9 → PLC5

3 Value replay T7
4 Network replay T7
5 Concealment [19]

2 31
Low
levels
T7

PLC5 attack,
turn off
PU10/PU11

6 Value replay
T7, PU10, PU11

7 Network replay
T7, PU10, PU11

MiTM
PLC9 → PLC5

8 Value replay
T7, PU10, PU11

9 Network replay
T7, PU10, PU11

10 Concealment [19]

3 31 Overflow
T1

MiTM
PLC2 → PLC1

11 Value replay T1
12 Network replay T1
13 Concealment [19]

4 94 Overflow
T1

MiTM
PLC2 → PLC1

14
Value replay
T1, PU1, PU2, J269

15 Network replay T1
PU1, PU2, PJ269

9 94 Overflow
T2

PLC2 attack,
turn on V2

25 Value replay T2
26 Network replay T2

12 100 Overflow
T2

PLC2 attack,
turn on
V2

27 Value replay T2,
V2, J14, J422

28 Network replay T2,
V2, PJ14, PJ422

29 Concealment [19]

14 30 Overflow
T4

MiTM
PLC6 → PLC3

34 Value replay T4
35 Network replay T4

PLC3 attack,
turn on PU6/PU7

36 Value replay T4
37 Network replay T4

Table 2: Concealment attack dataset. It is inspired by the
BATADAL [46] dataset, but uses multiple attack strategies
to cause the same effect on the physical system. For some of
these attacks, multiple concealment methods are used. BTDL
stands for BATADAL. The fifth column reports the attack
identifier that we gave to the concealment attack. The last
column describes the concealment technique.

5 Experiments and Evaluation
Using our framework, we collect a dataset consisting of eight phys-
ical anomalies, of which three are obtained through two different
attack strategies. The physical anomalies collected are inspired by
the attacks contained in the BATADAL dataset [46] (we use the
same attack identifiers for the physical anomalies). We did not im-
plement all attacks in the BATADAL for mainly two reasons: 1) the
need for additional DHALSIM extensions (e.g., for pump speed and
control rule thresholds), and 2) the attacks currently implemented
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provide enough data to answer our research questions. For each of
those anomalies, we perform two to six different evasion attacks,
totaling twenty-five concealment attacks. The dataset consists of
physical values (.csv) and the related network traffic generated
(.pcap). Table 2 provides an overview of the attacks included in
the dataset (see Appendix B for a detailed textual description).

5.1 Evaluation Results
We evaluate how the different attack and concealment strategies im-
plemented evade process-based detectors. Table 3, summarizes the
results described in this section. We plot the effects of the attacks at
the three levels identified in Figure 4 (the plots are presented in the
appendix). We employ the autoencoder-based detection proposed
by Taormina et al. [45]. We rely on it as it is open source and widely
adopted for security evaluations [19, 20, 49]. The autoencoder detec-
tor was tuned with the following parameters, window = 3 and theta
= 0.002358. We note that our goal is not to evaluate the robustness
of the target anomaly detector (which was extensively investigated
by prior work [19, 20]) but to evaluate how the different attack and
concealment strategies affect the concealment efficacy.

We start evaluating the efficacy of the different attack strategies
to achieve the same physical evasion. Then, we evaluate the efficacy
of the different concealment strategies. We consider the following
standard metrics: Accuracy, F1 score, Precision, Recall, and False
Positive Rate. Specifically, as done in prior work [19], we evaluate
the evasion performance in terms of Recall score reduction. A lower
Recall score after an attack indicates more successful concealment.

5.1.1 Effects of Attack strategies. Attack strategy 1 vs 1.2.Despite
the different strategies implemented, the resulting physical effect
is the same (see Appendix Figure 5a and Figure 5b). Strategy 1
directly turns off the pumps to cause low levels in T7 (and as a
consequence also in T6). While strategy 1.2 spoofs a high value for
T7 causing the PU10 to turn off and drain the water tank. In Table 3,
we compare the detection results of those two attack strategies,
before the concealment. As we can see, Anomaly 1 is detected with
a lower recall compared to Anomaly 1.2. The offset induced by
Anomaly 1.2 triggers the alarm as the level of T7 goes out of range.
Attack strategy 3 vs 4. The two attacks implement the same
strategy but attack 3 lasts less time than attack 4. Attack 3 does
not bring T1 to the overflow level (see Appendix Figure 6a and
Figure 6b). In Table 3, we compare the detection results of those
two attack strategies (without concealment). Due to the attack
duration Anomaly 3 is undetected while Anomaly 4 is detected.
Attack strategy 9 vs 12. Thewater tank T2 overflows as valve V2 is
maliciously kept open. The attacks use the same strategy resulting
in the same physical effect and detection scores (Numerical scores
are not exactly the same because of the non-deterministic initial
tank conditions) (see Table 3 and Appendix Figure 8a and Figure 8b).
Attack strategy 14 vs 14.2. Similarly to what we observed earlier,
the resulting physical effect is the same despite the different strate-
gies implemented. Strategy 14 spoofs the value of T4 to cause PU6
and PU7 to turn ON. Strategy 14.2 turns on PU6 and PU7 to cause
T4 to overflow (see Appendix Figure 9a and Figure 9d) . In Table 3,
we can compare the results of the detection. Similar to what we
observed before for Anomaly 1 and 1.2, the offset attack is detected
with a higher detection probability.

BTDL ID Att. ID Acc. F1 Prec. Rec. FPR

1 (38) 0.91 0.70 0.60 0.86 0.09
1 attack 01 0.90 0.69 0.59 0.85 0.09
1 attack 02 0.90 0.70 0.59 0.85 0.09
1 attack 44 0.90 0.67 0.58 0.81 0.09

1.2 (45) 0.92 0.77 0.63 1.00 0.09
1.2 attack 03 0.90 0.70 0.59 0.85 0.09
1.2 attack 04 0.90 0.69 0.58 0.85 0.09
1.2 attack 05 0.90 0.66 0.57 0.80 0.09

2 attack 06 0.91 0.70 0.60 0.86 0.09
2 attack 07 0.90 0.69 0.59 0.83 0.09

2.2 attack 08 0.91 0.70 0.59 0.86 0.09
2.2 attack 09 0.90 0.68 0.58 0.83 0.09
2.2 attack 10 0.89 0.66 0.57 0.80 0.09

3 (39) 0.84 0.00 0.00 0.00 0.03
3 attack 11 0.84 0.01 0.03 0.01 0.04
3 attack 12 0.84 0.01 0.03 0.01 0.03
3 attack 13 0.84 0.02 0.06 0.01 0.03

4 (40) 0.71 0.49 0.82 0.35 0.05
4 attack 14 0.76 0.60 0.85 0.47 0.05
4 attack 15 0.68 0.39 0.76 0.26 0.05

9 (41) 0.68 0.37 0.76 0.25 0.05
9 attack 25 0.71 0.48 0.82 0.34 0.05
9 attack 26 0.71 0.49 0.83 0.34 0.05

12 (42) 0.67 0.37 0.75 0.25 0.05
12 attack 27 0.70 0.46 0.81 0.32 0.05
12 attack 28 0.60 0.09 0.42 0.05 0.05
12 attack 29 0.62 0.19 0.60 0.11 0.05

14 (43) 0.97 0.90 0.82 1.00 0.03
14 attack 34 0.96 0.85 0.80 0.92 0.04
14 attack 35 0.96 0.85 0.80 0.91 0.04

14.2 (46) 0.97 0.88 0.80 0.97 0.03
14.2 attack 36 0.96 0.85 0.79 0.92 0.04
14.2 attack 37 0.96 0.85 0.78 0.92 0.04

Table 3: Evaluation results: The table summarizes the attack
detection results over the different attack strategies and con-
cealment techniques. The IDs in the parenthesis refer to the
anomaly identifier in our dataset.

5.1.2 Effects of Concealment techniques. We test the different con-
cealment techniques against the Autoencoder-based Detector [45].
Concealment attacks 1, 2, 44, 3, 4, 5.We can compare how the
concealment attacks 44, and 5 (although they are both learning
base concealment) differ based on the spoofed value received be-
fore the concealment is applied (see Figure 5c and Figure 5d blue
line). Regarding the detection performance, the replay concealment
(attacks 1,2,3,4) provides little hiding performance (considering that
only 1 out of 39 features is replayed) in the case of Anomaly 1,
while it reduces the recall by ≈ 0.15 in the case of Anomaly 1.2.
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The learning-based replay reduces the recall by 0.05 in the case of
anomaly 1, while it reduces it by 0.2 in the case of anomaly 1.2
Concealment attacks 6,7,8,9,10. For attacks 6, 7, 8, 9 the replay
attack is launched on multiple features (see Table 2 and Appendix
Figure 7a and Figure 7b), either with a value replay or a network
packet replay. We note that the network packet replay (attacks 7
and 9) on multiple features fails to replay all the features. We can
observe this phenomenon by comparing PU10 in attack 6 and attack
7 in Appendix Figure 7a: the green line should overlap the orange
line for a successful replay of PU10. In practice, we experimentally
observe that replaying multiple packets over the network causes
an assertion error over the underlying CPPPO library, resulting
in stale data behavior [30]. This causes a mixed behavior over
features (some are replayed, and some are affected by stale data).
This unpredictable behavior arises from the practical realization of
concealment attacks. In Table 3, we observe that the mixed attacks
7 and 9 reduce the recall, compared to the replay attack (6 and 8),
while the learning-based attack 10 has the highest evasion rate.
Concealment attacks 11, 12, 13. The concealment of this anomaly
which is undetected, resulted in raising the alarm by 1%. (See Table 3
and Appendix Figure 6c).
Concealment attacks 14, 15. The replay attack 14 increases the
recall of the detector, by inducing inconsistencies among the fea-
tures (consistently with results from [19]). The network packet
replay over multiple features (attack 15) results in certain features
being stale. The mixed (stale and replay attack) results in the lowest
detector recall. (See Table 3 and Appendix Figure 6d).
Concealment attacks 25, 26. The replay attack in this case re-
sults in higher detector recall (consistently with previous results
from [19]). (See Table 3 and Appendix Figure 8c).
Concealment attacks 27, 28, 29. Attack 27 is detected with a
higher than original recall rate (although it replays more features
than attacks 25 and 26), while attack 28 results in a mixed stale, and
replay behavior reduces the recall of the detector from 0.25 to 0.05.
Finally, the learning-based concealment reduces the recall to 0.11.
(See Table 3 and Appendix Figure 8d).
Concealment attacks 34, 35, 36, 37. The replay of feature T4
reduces the recall of the detector between 0.05 and 0.08. Overall the
concealment techniques of the two attack strategies gave compara-
ble results. (See Table 3 and Appendix Figure 9c and Figure 9d).

5.2 Summary of findings
By implementing the attacks with our framework, we show that
the attacker has a number of possibilities to launch an attack on
the system. First we show that the same physical effect can be
achieved with different attack strategies, and this impacts the detec-
tion performance (for example as in anomaly 1 vs 1.2). Moreover,
by implementing the concealment techniques with actual network
traffic, we found that launching concealment techniques may result
in network errors. As we found in the case of the network packet re-
play with multiple replayed tags (attacks 7, 9, 15 and 28), the attack
might not work as expected in the network traffic causing unex-
pected and surprising results. The different concealment strategies
result in different evasion performance at the anomaly detector.

6 Discussion
Our framework enables practical implementation of evasion attacks
for CPS with network and simulated physical process. With our
framework we capture for the first time the interplay of cyber and
physical components involved in an evasion attack.

Implementing evasion attacks for CPS in practice is challenging
for multiple reasons; in Section 3 we identified some realizability
challenges that make some of the prior evasion attacks impractical.
For the attacks that we implemented in Section 5, the practical
implementation of evasion attacks highlights a number of options
for the attacker that lead to different concealment outcomes, com-
pared with a theoretical offline attacker. For example, we observe
that multi-feature network packet replay fails due to some network
checks, causing some features to get stale, leading to a different
than expected behavior at the anomaly detection system. Such
kind of errors might arise when launching evasion attacks on ICS
networks.

Overall, our proposed framework and dataset enable a deeper
understanding of evasion attacks in the field of CPS and foster
the research in the field. The framework can be used to test novel
evasion techniques and verify their feasibility in a realistic em-
ulation environment. Moreover, the availability of network data
can be leveraged for network intrusion detection and to design
evasion attacks with the goal of evading both process and network
detectors.

7 Conclusions
In this work we investigate the practical realization of evasion
attacks in ICS. To address RQ1, we reviewed prior work evasion
attacks and identified which attacks can be practically realized
in an ICS environment. We then implemented a framework to
practically simulate such attacks and collect both network and
physical features. By using our framework we show that there are
multiple options for an attacker to launch an evasion attack. To
answer RQ2, we evaluate the effectiveness of such manipulations at
three levels, namely the physical effect, the attack strategy, and the
concealment technique. With our evaluation, we show the practical
limitations introduced by real-world settings. For example, we show
that the network packet replay of multiple PLC tags is challenging
because it triggers errors in the network.

With this original research contribution we close the research
gap about the practical feasibility of evasion attacks in ICS. Our
proposed framework, available open source, can be further extended
to evaluate the effectiveness novel evasion techniques.
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A Background
A.1 Anomaly Detection in ICS
The security of ICS is challenging as industrial protocols often do
not implement security features, or the field devices do not support
security features such as authentication and encryption. Attacks
against ICS occurred in the past, with the goal of disrupting the
physical process [26]. Examples of such attacks are Stuxnet [48],
Maroochy [1], Black energy [10], Industroyer [44].

Anomaly detection was proposed to detect abnormal physical
process data, which are symptom of an ongoing attack (referred
to as process-based anomaly detection). A number of detection
techniques were proposed to identify ongoing process anomalies.
Such anomaly detection systems operate in two phases. In the first
phase, the detector is trained over sensor readings collected during
normal operating conditions. In the second phase, the learned phys-
ical patterns are compared to the observed sensor readings and the
detector reports if the sensor readings are anomalous or benign.

Examples of such anomaly detection systems are deep learning-
based detectors [24, 29, 45], Invariant-based detectors [2–4, 22, 33],
Machine Learning [7, 11], and control invariants [47].

We note that the focus of this work is the evasion of process
based anomaly detection for ICS, other approaches like network
intrusion detection are out of scope.

A.2 Anomaly Detection Datasets
To conduct ICS process-based anomaly detection research, a num-
ber of datasets are available, collected from various ICS sources,
e.g, water, gas and energy systems. Some are collected at real-world
testbeds while others are collected via numerical simulation. The
works by Conti et al. [13] and Lamberts et al. [31] provide a com-
prehensive overview of available datasets for CPS security research.
Table 1 reports a summary of available datasets in the water sector
and compares them with the dataset we make available with this
paper. Our dataset is a collection of physical and network data con-
taining evasion attacks. Moreover, by using our framework, more
data can be collected under different attack configurations.

A.3 Digital Twins for Security Research
Digital Twins are of outmost importance for ICS cyber security
research [36]. Digital twins enable security design and testing of
variuos aspects of CPS [18]. Over the years, a number of digital
twins architectures for CPS have been proposed. In this section we
provide a summary of related digital twin research.

DHALSIM was inspired by epanetCPA [43], which uses a sim-
ple implementation of actuators and sensors that does not offer
any network emulation capabilities. RISKNOUGHT [40] was also
inspired by epanetCPA [43]; this framework offers limited net-
work emulation capabilities by offering ACK signals. Eckhart et
al. [17] present a framework that relies on AutomationML to stan-
dardize digital twin generation, operation, and experimentation.
The framework is also presented with a Digital Twin proof of con-
cept that uses MiniCPS. ANGEL [15], is a Digital Twin to evaluate
the security of microgrids. ANGEL uses Matlab Simulink to offer
physical simulation capabilities, but does not emulate an industrial
network. SCEPTRE [42] is a digital twin for electrical systems that
employs the virtual machine orchestration platform Minimega [14]
to offer industrial network emulation capabilities and supports
multiple power simulator. The work by Dietz et al. [16] integrates
MiniCPS [6] with a Security Information and Event Management
(SIEM) system. The integration of such SIEM tools offers a standard-
ised way of experimentation by also combining threat intelligence
sources such as MITRE ATT&CK [12].

A.4 Evasion Attacks
An evasion attack [9] is defined as follows. Given a classifier 𝑓 that
classifies if the sensor readings 𝑥 from the ICS are ‘anomalous’,
an attacker launches an evasion attack by finding a perturbation
𝑥 ′ = 𝑥 + 𝛿 such that 𝑓 (𝑥 ′) = ‘benign’. Evasion attacks have been
demonstrated over various machine-learning tasks, ranging from
image classification [9] to malware detection [25].

A.5 Related Work
In Section 3, we discussed related work that proposed evasion
attacks against ICS anomaly detectors. We now complement by

https://doi.org/10.2172/1821322
https://doi.org/10.1061/(ASCE)WR.1943-5452.0000983
https://doi.org/10.1145/2976749.2978388
https://doi.org/10.1145/2976749.2978388
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Attack Attacker knowledge Attacker Constraints Realizability Challenge

Replay attack [35] Black-box Spoof subset of the features -
Anthi et al. [5] Gray-box Subset of the features (random) & perturbation budget Attacker knows the anomaly’s physical effect

Li et al. [32] White-box Linear contraints, random subset of the features Attacker knows the anomaly’s physical effect
Jia et al. [28] White-box Attack only sensors Attacker knows the future & alters the past

Niazazari et al. [39] White-box Subset of features Attacker knows the future & alters the past
Erba et al. A [19] White&black-box Subset of features (based on error & topology) -
Erba et al. B [20] Black-box Subset of features -
Erba et al. C [21] White-box Subset of features -
Zizzo et al. [49] White-box Subset of features (based on error) Attacker knows future

Table 4: Comparison of prior work evasion attackers. Some of the attacks present some realizability challenge, thus preventing
the implementation of such attacks. The remaining attacks are implemented in our framework.

discussing related works that discuss the real world feasibility and
practicality of evasion attacks.

Apruzzese et al [8] highlighted the gap between adversarial ma-
chine learning research in academia and industry. The work offers a
comprehensive overview and case studies with real-world adversar-
ial examples, which are unlikely to be computed with adversarial
machine learning techniques (which are computationally expen-
sive for the purpose). Instead, an attacker may look for cheaper
options, which work as well against the target system and do not
require optimizations. This is consistent with Erba et al. [20] find-
ings, who showed evasion of a wide range of ICS detectors by using
pre-computed patterns that were not optimized against the target
model. Gilmer et al. [23] discuss how adversarial examples are often
far from being practical, and discusses realistic threat models.

B Attack description
Table 2 summarizes each attack contained in the dataset. For each
attack, we describe the physical anomaly, the attack strategy, and
the concealment techniques we applied.
Physical Anomaly 1. This anomaly aims to cause low levels of
water level in the water tank T7. As described in the example in
Section 4.5, we achieve the goal with two different attack strategies.
We refer to the two alternative strategies with 1 and 1.2 (this is valid
also for the other anomalies that are implemented with two attack
strategies, i.e., 2 and 14). We then apply a number of concealment
strategies to hide the anomaly from the anomaly detection system.

For the first anomaly we launch three concealment strategies.
• Concealment 1. The value of T7 is spoofed to launch a value
replay attack.

• Concealment 2. The value of T7 is spoofed to launch a net-
work packet replay attack.

• Concealment 44. The values are spoofed by applying the
learning-based concealment from [19].

For the second anomaly we launch three concealment strategies.
• Concealment 3. The value of T7 is spoofed towards the
SCADA via a value replay attack.

• Concealment 4. The value of T7 is spoofed towards the
SCADA to launch a network packet replay attack.

• Concealment 5. The values are spoofed by applying the
learning-based concealment from [19].

Physical Anomaly 2. The second anomaly is implemented as the
first anomaly, again with two alternative attack strategies. Differ-
ently from Anomaly 1, we implement a set of different evasion
attacks strategies.

For the first anomaly we launch three concealment strategies.
• Concealment 6. The value of T7, PU10 and PU11 are replayed
towards the SCADA with a value replay attack.

• Concealment 7. The value of T7, PU10 and PU11 are replayed
towards the SCADA with a network packet replay attack.

For the second anomaly, we launch three concealment strategies.
• Concealment 8. The values of T7, PU10 and PU11 are spoofed
to launch a value replay attack.

• Concealment 9. The values of T7, PU10 and PU11 are spoofed
to launch a network packet replay attack.

• Concealment 10. The values are spoofed by applying the
learning-based concealment from [19].

Physical Anomaly 3. The goal of the anomaly 3 is to overflow
the water tank T1, this is achieved by launching a MiTM attack on
PLC2 by spoofing a low level of T1 which will force the pumps on.
We apply the following concealment towards the SCADA:

• Concealment 11. The value of T1 is spoofed to launch a value
replay attack.

• Concealment 12. The value of T1 is spoofed to launch a
network packet replay attack.

• Concealment 13. The values are spoofed by applying the
learning-based concealment from [19].

Physical Anomaly 4. This physical anomaly achieves the same
effects of Anomaly 3, but it lasts for a longer period of time. We
apply the following concealment strategies towards the SCADA:

• Concealment 14. The values of T1, PU1, PU2, PJ269 are
spoofed to launch a value replay attack.

• Concealment 15. The values of T1, PU1, PU2, PJ269 are
spoofed to launch a network packet replay attack.

Physical Anomaly 9. The goal of this physical anomaly is to cause
a Tank 2 overflow. In order to do so, the attacker spoofs the value
of T2 to a constant low level causing a tank overflow.

Two concealment attacks are launched in this case:
• Concealment 25. The value of T2 is spoofed to launch a value
replay attack.

• Concealment 26. The value of T2 is spoofed to launch a
network packet replay attack.
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Physical Anomaly 12. This physical anomaly achieves the same
effects as Anomaly 9 and uses the same attack strategy. To hide the
anomaly the following concealment attacks are tested.

Two concealment attacks are launched in this case:
• Concealment 27. The values of T2, V2, PJ14, PJ422 are spoofed
to launch a value replay attack.

• Concealment 28. The values of T2, V2, PJ14, PJ422 are spoofed
to launch a network packet replay attack.

• Concealment 29. The values are spoofed by applying the
learning-based concealment from [19].

Physical Anomaly 14. This anomaly overflows tank 4 (In the
original BATADAL dataset the reported target tank was T6, but
since T6 is not controlled in C-Town we target T4). To do so, we
implement two attack strategies. The first is a MiTM attack between

PLC6 and PLC3 to spoof low values of T4 and let PU6 and PU7
open. We conceal this attack via:

• Concealment 34. The value of T4 is spoofed to launch a value
replay attack.

• Concealment 35. The value of T4 is spoofed to launch a
network packet replay attack.

The second is a PLC3 attack to keep open pumps PU6 and PU7.
• Concealment 36. The value of T4 is spoofed to launch a value
replay attack.

• Concealment 37. The value of T4 is spoofed to launch a
network packet replay attack.

C Attacks Visualization
We provide additional plots to visualize the effect of the attacks at
the three levels, physical process, SCADA and concealment.
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(a) Attack strategy at the SCADA, comparison between anomaly
1 and anomaly 1.2 strategies and normal operating conditions.
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(b) Physical Effect, comparison between anomaly 1 and anomaly
1.2 attack strategies and normal operating conditions
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(c) Concealment attacks strategy at the SCADA, comparison be-
tween Concealment attack 1, 2, 44 and the actual values before
applying the concealment (Anomaly 1).
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(d) Concealment attacks strategy at the SCADA, comparison be-
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applying the concealment (Anomaly 1.2).

Figure 5: Visualization of Anomalies 1 and 1.2 and concealment attacks 1, 2, 44, 3, 4, 5. The gray bar indicates the moment
where the physical anomaly and concealment are launched on the system.
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(c) Concealment attacks strategy at the SCADA, comparison between
Concealment attack 11, 12, 13 and the actual values before applying
the concealment (Anomaly 3).
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(d) Concealment attacks strategy at the SCADA, comparison between
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concealment (Anomaly 4).

Figure 6: Visualization of Anomalies 3 and 4 and concealment attacks 11, 12, 13, 14, 15. The gray bar indicates the moment
where the physical anomaly 3 and concealment are launched on the system. The red bar is related to attack 4
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(a) Concealment attacks strategy at the SCADA, comparison be-
tween Concealment attack 6, 7 and the actual values before ap-
plying the concealment (Anomaly 1).
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(b) Concealment attacks strategy at the SCADA, comparison
between Concealment attack 8, 9, 10 and the actual values before
applying the concealment (Anomaly 1.2).

Figure 7: Visualization of concealment attacks 6, 7, 8, 9, 10. The gray bar indicates the moment where the physical anomaly and
concealment are launched on the system. We can observe that despite attack 6 and 7 should achieve the same concealment
effect, they differ on the feature PU10, we found that multi feature network packet replay will not always succeed, triggering
some network errors, which result in stale data observed on the feature.
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(a) Attack strategy at the SCADA, comparison between anomaly 9 and
anomaly 12 attack strategies and normal operating conditions.
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(b) Physical Effect, comparison between anomaly 9 and anomaly 12
attack strategies and normal operating conditions
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(c) Concealment attacks strategy at the SCADA, comparison between
Concealment attack 25, 26 and the actual values before applying the
concealment (Anomaly 9).
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Concealment attack 27, 28, 29 and the actual values before applying
the concealment (Anomaly 12).

Figure 8: Visualization of Anomalies 9 and 12 and concealment attacks 25, 26, 27, 28, 29.
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(a) Attack strategy at the SCADA, comparison between anomaly 14
and anomaly 14.2 attack strategies and normal operating conditions.
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(b) Physical Effect, comparison between anomaly 14 and anomaly 14.2
attack strategies and normal operating conditions
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(c) Concealment attacks strategy at the SCADA, comparison between
Concealment attack 34, 35 and the actual values before applying the
concealment (Anomaly 14).
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(d) Concealment attacks strategy at the SCADA, comparison between
Concealment attack 36, 37 and the actual values before applying the
concealment (Anomaly 14.2).

Figure 9: Visualization of Anomalies 14, and 14.2 and concealment attacks 34, 35, 36 and 37.


	Abstract
	1 Introduction
	2 Realizing Evasion Attacks on Process-Aware Anomaly Detection
	2.1 System and Attacker Model
	2.2 Use case and Motivation

	3 Realizing Prior Evasion Attacks
	3.1 Replay Attacks
	3.2 Gray-box JSMA
	3.3 ConAML
	3.4 Gradient and Genetic Algorithms
	3.5 Attacks against Image Based Detection
	3.6 Iterative and Learning-based Attacks
	3.7 Generic Concealment Attacks
	3.8 White-box Evasion
	3.9 L0 Optimisation and Prediction Attacks

	4 Evasion Attack Framework
	4.1 Framework Design
	4.2 Framework Implementation
	4.3 Evasion Techniques
	4.4 Creating a Dataset with Traffic Data
	4.5 Physical Effects, Attack Strategies, and Concealment Techniques

	5 Experiments and Evaluation
	5.1 Evaluation Results
	5.2 Summary of findings

	6 Discussion
	7 Conclusions
	Acknowledgments
	References
	A Background
	A.1 Anomaly Detection in ICS
	A.2 Anomaly Detection Datasets
	A.3 Digital Twins for Security Research
	A.4 Evasion Attacks
	A.5 Related Work

	B Attack description
	C Attacks Visualization

